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Abstract. This paper cortributes to the modeling d audiovisual information with a particular
focus onthe description reeds for the mmposition d video elements (character, shat, scene, etc.)
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resultants are illustrated with several examples of document where spatio-temporal
synchronization d video is required.
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1 Introduction

Video is a kind d medium which can cary rich and Hgh-cgpadty sources of
information. It is very efficient in bringing information to various audiences and in
many fields such as: entertainment, advertisement, education, etc. or it is used just
for storing information. Additionally, the need of using video cortinuowsly
increases resulting in demands for more and more dficiency, intelligence and
conveniencein its use [22]. More @ncretely, for the field of multimedia authoring,
there is the nead o intelligent descriptions of the video content which make it
posshle to compose the information o video content with ather media objeds
(text, audio, image...) in multimedia documents.
In general, avideo applicaion can be divided into threemajor steps:
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Figure 1. Video application chain

The process begins with analyzing the video data (either automaticdly or
manually). The result of this dep is then represented in a predefined format, which
is dandard and more useful for procesdng. The last step processes this information



depending on dfferent applicaions. We can olserve that most of the recent
research studies either concentrate on the 1¥ step o onthe 3 step. Therefore video
applications are often reduced to 2 steps, the 1% and 3¢ step. In these works there is
no independence between the information resulting from the analysis and the
processng catried ou in the gplicaion. Moreover with the marse information
obtained from the first step, it is difficult to satisfy the various requirements of
using video in the processng step.

Therefore, the problem is now to find ou a solution to describe & completely
as posshle the information oliained in the 1st step. This problem raises recently
andis marked by the request for contributing to buld upa new standard format to
describe audio-visual information o Moving Picture Experts Group (MPEG-7)
[21] since October 1998.There ae alot of research studies aiming at finding out a
model to describe audio-visua information such as: Dublin core (model for
indexing Semantic) [6], INA (AEDI-Audio-visual Event Description Interface
[10Q], Image & Advanced TV Lab-Columbia Uni. [23], CITEC [11]], Etc. With the
emergence of MPEG-7, al these reseaches am at contributing to buld up the
future standard for the description d audio-visual data content.

The work described in this paper follows a similar approach as these
previously mentioned video modeling adivities. Our main cortribution comes from
the understanding of the spedfic needs required when integrating video into
multimedia documents and consists on a propasal for a video modeling that meds
these neals. This model has been experimented through the extension a of
prototype aiuthoring tod for multimedia documents caled Madeus [18]. To prevent
any confusion ketween the previous prototype and the tod described in this paper
we have cdl ed the new one VideoMadeus.

The rest of this paper is organized as follows. sedion 2 pesents me
examples that ill ustrate the neeads for a descriptive structure of video in a system of
authoring and presentation o multimedia documents. Sedion 3 describes the main
feaures and the achitedure of our system Madeus. Sedion 4 is an architecture
overview of our VideoMadeus. Sedion 5 odlines the main structure of our model
to describe video content. Sedion 6 dscusses abou some gplicaions of that
model that can beredized in ou system VideoMadeus. In sedion 7,we present the
interface ad the functions of the Structured video that helps users to describe
ealy their video structure. We give in sedion 8 a brief evaluations of this work
through its comparisons on modeling, applicaion and editing asped with existing
works. Finaly, the airrent achievements of our work and some perspedives will be
givenin thelast sedion.



2 Exampleof the neds

The examples presented in this article result from our applicaions under
development to ill ustrate our multimedia system. They are grouped into two types
of media cmpaosition: temporal synchronization and spatio-tempora
synchronization. These examples will be used to illustrate our model and its
implementationin the other sedions of the paper.

2.1 Sideshowexample
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Figure 2. Slide show document example

The Sideshow applicaion is a typicd example [1] that illustrates the
synchronization reals between the video fragments and the other media objeds
such as texts and images. In ou particular example this is a multimedia document
which includes 3 types of media (Figure 2): text objeds, to constitute the list of the
titles of the dlides; image objeds, that contain the slides of the presentation; and the
video of the presentation d the talk.

What isinteresting for the user isto be &le to navigate through this talk thanks
to synchronizaion pants between these media. A given title dlows to accessthe
correspondng dide and the video fragment. In the same way, a given video
fragment also all ows to accessthe arrespondng slide and the title.

To redize such a document we can see the neals for a video content
description: the video has to be decompased into the fragments correspondng with
the diff erent parts of the presentation, as defined by the titles and the slides of the
talk and then these video fragments must be synchronized with the text objeds and
the image objeds of the document.



2.2 Spaio-Temporal examples

In the same way, we can find many examples in which spatial synchronization
between video oljeds and external elements are necessary. For instance, the
hyperlink onvideo oljea (Figure 3); the dignment of text objed correspondng to
the speeth of a dharader appeaing and moving in avideo (Figure 4).
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Figure 3. Hyperlink on vdeo dvject

Video Hyperlink: The examplein Figure 3 is an image of the exeaution view of the
multimedia document InriaOperal ntroducemadeus. In this document, the Madeus
environment is used to synchronize the video fragments to correspondng text
elements on the left. In addition, the gplicaion alows the aithor to define a
hyperlink on the occurrence of Nabil charader of the video (here to access his
home page).

Spatio-Temporal Synchronizaion: In this example (Figure 4), author has added a
textual speed bulet that is presented during the occurrence of a tharader and that
follows his movement in the image. The text elements presenting the speet o
charader are digned inside this bull et.

Tradking: Moreover we can define more operations related to the occurrence of the
charadersin the video like: erase or hide the occurrences of charader; enlighten on
the occurrence of a charader by the aldition d ared contour around hs drawing;
etc. To dlow al of these operations we neal to identify video oljeds (their
pasitions, fedures, etc.) at ead time in the video. So a tracing of video oljed is
necessry. Figure 4 ill ustrates ssme charader tradking applicaions.
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Figure 4. Tracking and saptio-temporal synchronization

The a&ove examples have shown the needs of video decompasition into bah
temporal and spatia fragments and the crrespondng model for describing these
fragments. The todls for video decompasition can be partially automatic. They will
not be further developed in this paper because we only want to focus on modeling
video information. The model allows to describe and locae nat only temporally
(shat, scene, sequence) and spatio-temporally (occurrence of charader) but also
semanticdly (seedescription semantic examplein sedion 5.3.

3 Madeus, asystem of authoring and presentation of document
multimedia

Before presenting our video structure model, we rapidly describe in this fdion the
main feaures of Madeus model. Indeed ou video model closely depends on
Madeus becaise it has to be integrated in it to allow media cmpaosition as
described in the examples of sedion 2.

3.1 Madeus document model

In Madeus, the description d a multimedia document is organized around four
dimensions:. logicd, temporal, spatial and hypermedia. In this ®dion, we discuss
the model for eat of these dimensions and show how to combine them together.
Its g/ntax is formally described as a XML DTD and therefore it takes full
advantage of all XML existing tods. The DTD itself can be foundat [13] andin the
remaining part of this article we only use fragments of document instances encoded
acording to thisDTD.



Acoording to the ideaof separating document information into dmensions, the
general structure of such dacument instanceis decompased in four main perts:
1. Content that describes the mntent information d the document
2. Media that defines how this basic information is used in the document (style
information, link, etc.).
Temporal for the synchronization between dacument parts
Spaial for layout spedfication
Due to its intrinsic nature, the hypermedia information to gather with
interadivity is encoded in Temporal and/or Media parts.

A Madeus XML source document look like the examples of figure 11, 12,13,
14, 15in sedion 6.Each part is detail ed in the foll owing sedions.

Hw

3.1.1 Content mode

A multimedia presentation is composed of a set of media, for instance apicture, a
sound, a 3D animation, etc. In order to reuse the same mntent, its pedficaion is
separated from its using context. The Content element contains low level
information about the media, for instance, pixels of a picture, charaders of a text,
etc., andthe intrinsic properties of the media, like the duration o avideo o its sze

3.1.2 Mediamodel

The media part alows to define objeds as they will be used redly in the
multimedia presentation. Basicdly, an oljed is defined by a ontent and style
information. The Cortent attribute mntains a link to a cntent description defined
in the mntent part. The description d where and when oljeds are presented is
dorerespedively in the temporal and spatial parts.

3.1.3 Tempora model

This model alows to arganize media objeds over time [17]. Every Media element
is aswciated with a temporal Interval element that caries al the tempora
attributes required for its schedule (begin, duation and end). The synchronizaion
is gedfied bah by compaosite nodes and tempora relations. A composite node
enables to temporaly groupinterval elements (see example of figure 12).

3.1.4 Spatial model

The spatial model is basicdly similar to the temporal model. The main dff erences
are the use of a spatia vocabulary (left_align, bottom spacing, etc.) and the
extension to suppat two dmensions unlike the temporal language, which has a
single dimension. In addition, a spatial attribute caana have indefinite value.



More predsely, the spatial model organizes the document space & a 2D box
hierarchy. A compasite node dlows to group set of 2D shapes (Shage element)
inside 2D boxes (see example of figure 12).

3.2 Madeus architedure

Madeus is based onthe Kaomi multimedia todlkit [17], which is a multi-document
and a multi-view architedure. The "main" view in which the document is played
and various other views conveying comprehending information onthe document:
its gructure, the existing tempora relations and so on. These views can be
synchronized on oljed seledion and ead ore can suppat editing adions. Finally,
akey paint is that the aithor can dredly change the document in the presentation
view, by stoppng the exeaution d the document and then seleding the objeds on
which editing adions are performed (for instance, to insert a temporal or a spatial
relation). This basic manifold functionality allows an easier authoring task and
approaches the WY SIWY G paradigm as provided in editors of static documents.

4  Architeaure of VideoM adeus

According to the nealds explained above and the extensible cgadties of our tod
Madeus, we have extended the Madeus authoring environment for video content
management: both the document model and pocessng functions have been
completed (Figure 5). This authoring tod all ows the user not only to compose the
video fragments with ather mediain arich way, but also to spedfy the structure of
these fragments either through automatic decomposition a through manual editing
operations.

VideoMadeus is compased of the foll owing comporents (Figure 5):

e The video data management comporent that handes the video content
acwording to or XML description d video. This comporent prodwces the
Kaomi internal structures [17] using the XML xerces parser.

e The dliting and presentation comporentsis composed of:

e The video edition view (Figure 15) comprises the multiple filters of the
video (structure, exeaution, revigation, semantic, thesaurus) and the
edition functions. It can asdst the user to easily modify the descriptions of
ead video fragment.

e Thedocument exeaution view (Figure 2, 3, 4 is the main view of Madeus
in which the mmplete documents are played. This view is aso an editing
view where the author can dredly modify some aspeds the documents
(for instance spatial relation between oljeds).



It must be nated that these two views are dosely synchronized, i.e., when an
element is modified in the elition view, it is updated in the exeaution view as on
asthe exeaution d the correspondng part occurs.
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Figure 5. General architedure of VideoMadeus

In the rest of this paper we focus on ou video content model, then we give
some gplicaions of this model for the multimedia elition o documents and
finally we describe the video editing view.

5 Model description proposal for video content

In this sesson we present the principles of our model. We dso propcse for eath
presented element a XML spedficaion and show an example of the video
(Inrialnfo.mov) description in the InriaOperalntroduce madeus document (Figure
3, 4) acording to its XML spedfication. The first version d this model has been
presented in [3] and mainly focused on the structure and relations among video
comporents. This preliminary work is now integrated in a more general model
presented here, charaderized by: three levels of description (see 5.1) and spatio-
temporal propertiesfor video ohjeds (see5.2.2and 5.2.3

5.1 General Model

Our model is based ona decompasition d video information into three principal
parts: Sructure, Semantic and Thesaurus which define three semantic level of
knowledge base (Figure 6). In [16] we can find a similar organizaion d the



knowledge base for a intelligent multimedia system. It is the requirement of
classficaion d knowledge base for the eplicaion targeted computation
processes, which exploit the knowledge base.

The Structure description is a low-level description that diredly indexes on
raw video to extrad the structure of the video. It's the most important part in ou
model. It makes it possble to describe diredly and completely the contents of the
video.

At the higher level, there ae the Semantic description elements, which alow
the description d the video contents more semanticdly (the dharaders, the events,
the relations, etc) (seeb.3).

the Thesaurus description elements are the highest level description, which
describe semantic terms and expressons to classfy elements in the video content
description. These terms can be located from a thesaurus or defined by the author
(seeb.3).

Other element descriptions: Metalnfo, Medial nfo, and Summary that can make
it posshle to the aithor to easily identify video and to look at it quickly and
globally. These last three dements are propaosed by using concepts from the Dublin
core projed [6] and from MPEG-7 [21].

In the Figure 6 we can find the general description d the inrialnfo.mov video.

<VideoContent ID="Inrialnfo" FileLocation = "Marion/videog/Inrialnfo.mov" ... >
<Structure ID="InrialnfoStruc" ... >. . .</Structure>
<Semantic ID="InrialnfoSemantic" ... >. .. </Semantic>
<Thesaurus ID="InrialnfoThesaurus" ... >. .. </Thesaurus>
<Metalnfo ID="InriainfoM etalnfo" Author="INRIA" Language="France' Publicaion="..." ... > ... </Metalnfo>
<Medialnfo ID="InrialnfoM edialnfo" System = "PAL" FileFormat = "MPEG" ... > ... </Medialnfo>
</VideoContent >

Figure 6. General model for the Inrialnfo.mov video

5.2 Description d the video structure

5.2.1 Highleve structure

We have defined a model of the video structure very similar to existing works [11,
14]: a video is composed of the successve sequences, a sequence ®ntains
successve scenes and a scene @ntains siccessve shats (Figure 10). In our work on
these levels we have espedaly focused on the spedficaion d the tempora
fragment and relations between them [ 3].

5.2.2 Shot description

Shat is the smallest unit in clasgc film theory and defined as the piece of film
between two cuts, it is an unbroken take from the start to the switch off of the
camera[7]. So in video analyzing, the shot detedion is always the first work [15].



Moreover, there is interesting information that can be extraded from a shot
acording to ead applicaion reels: for instance, in a research applicaion we need
to extrad the feaure of the shot as the lor histogram, the badkground,the spatial
relations between oljeds, etc. in a video compasition applicdion it is necessary to
locae the occurrences of video oljeds, while in a surveill ance system the detedion
of the moving objedsis of high importance, etc. Thus, to complete the information
extraded from the analysis phase, ou model proposes that a shat is mainly
composed of the following elements (Figure 8): Transition [7], Background
CameraWork, Occurrence (detailed in sedion 5.2.3, Event and Spaio-
Temporal Layout.

The Event element describes a particular situation in the video that is
considered as a relevant part such as a motor explosion, a plane taking off, a
demonstration, a storm, etc. It is smply a video fragment in a shat, which is
composed, o a sequence of images. It refers to an EventSemantic element for a
semantic meaning (seesedion 5.3. The Spdio-Temporal Layout element describes
the spatio-temporal relationships among the compaosing regions of occurrences in
the shat. There ae severa different ways to describe, to compare and to retrieve
the spatio-temporal relationships, such as spatio-temporal logic [1], augmented
transition retwork (ATN) [24], 2D-strings [25 and its extensions 2D B-strings
[26], 2D C-strings [8], etc. and AMOS system of MPEG-7 [20]. The Spaio-
TemporalLayout description element proposes a XML spedficaion for these
methodks.

<!-- XML Shot Description -->

<!ELEMENT Shot (Transition?, Background?,
Oceurrence™®, Event*, Spatial Temporal Layout?) >

<IELEMENT Transition EMPTY >

</ELEMENT Background (Regiont)=

<IELEMENT CameraWork (Camerallotion?)>

<IELEMENT Occurrence (Irajectory? Regiont Occurrence™) =
<IELEMENT Event EMPTY >

<IELEMENT SpatialT emporalLayout (2D-BStrings?,

¥ 2D-CStrings?, ATN?, AMOS?, ...) >

Reference

<Shot ID=" Shetii” Start_Time="5.65" Stop_Time ="8.08" ... >
<Transition ID="TransShotii” TypeTransition="fade-in"... />
<Badkground ID=" BadkgroundShotii” ColorHistogram="rgh(88,84,45)"... > ... </Badkground>
<CameraWork ID=" CameraShotii” ... > ... </CameraWork>
<Spatial TemporalLayout ID=" Spatiall ayoutShotii” ... > ... </SpatialLayout>
<Event ID=" NabilMoveMouse” Start_Time="6.5" Stop Time="6.9"...>.. </Event>
<Ocaurence | D="0ccNabil1” Start_Time="5.621" Stop_Time="7.021"... > ... </Occurre nce>
</Shot>

10



Figure 7. Shat description.

5.2.3 Occurrencedescription

The Occurrence el ement describes a charader or an oljed that appeas in the shat.

It refers to a video oljed element in the semantic description that corresponds to

that charader or objed (seesedion 5.3. Description d the occurrences enables us

to asciate adions to the gopeaances of video oljeds like hyperlink, filter, seek,
follow, synchronize spatio-temporal with ather media, etc.
In our model, an occurrence descriptionis composed of (Figure 9):

e A Trajedory description [4], which is the description d the movement of
significant paints on the occurrence its central point, the g/es of a charader,
etc.

* Alist of Regions key descriptions that describe the occurrence a particular
positions in time. This will allow to implement tradking and searching objeds
[24]. Each region can have dement descriptions, which define properties of the
region, such as contour, color, texture, centroid and its included regions.
Interpolators use these properties to determine intermediate regions. Recently,
we have used the splineinterpaation[9] and pdygon interpdation[19] for the
location d the occurrence d ead time.

e Anditis posdbly to have other occurrence dements inside the occurrence like
comporents of the objed [23], for instance the ams of a carader, his
clothing, etc.

<l-- XML Occurrence description -->

<IELEMENT Occurrence (Trajectory*, Regiont,
Occurrence®) >

<IELEMENT Trajectory e >

<IELEMENT Region (Contour, Color?, . . )>
<!ELEMENT Contour (InstantContour+)=>
<IELEMENT Clolor ..>

- - <IELEMENT Texture ..>

<!IELEMENT Centreid...>

<Shot ID="Shetii" Start_Time ="5.65" Stop _Time="8.08" . . .>
<OccurrenceD="0OccNabil 1" Start_Time ="5.621" Stop_Time="7.021" ... >
<ListkeyRegion>. . .
<Region ID="Regl” ... >. ..
<Contour ID="Contourl” KeyTime="5.62" ... >-190286-193254-125287 ... </Contour>
</Region> . . .
<Region ID="Reg4” ... >. ..

11



<Contour ID="Contour 2" KeyTime="7.02" ...> 114,281 111249 179282 ...</Contour>
</Region>
</ListKeyRegion>
</Occurrence>
</Shot>

Figure 8. Ocaurrencedescription

The example of the Figure 8 is the description o the OccNabil2 occurrence in
the scene 3, shat 4 of our Inrialnfo.mov video.

5.3 Element Semarntic

We have ariched ou description video content model with Thesaurus and
Semantic elements, which alow semantic query and semantic seach operations on
the video content [27][28]. In this paper we do nd develop ou semantic model for
video, but we want to focus on the importance of its integration inside the global
video structure thanks to XML link cgpabili ties. For instance, Figure 10 is a part of
a description d the video Lion King. In this description, the occurrences of Simba
are grouped in a video oljed Simba by references to the video ohjed Simba
towards its occurrences and the reverse. At the more semantic level, the video
objed Smba is referred by an oljed Lion in the thesaurus description, which
informs that the Smba charader isalion.

Structure Video Lion King Thesaurus
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Figure 9. Example of a semantic description
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6 Application of the model in M adeus

The video content description model above is used to compose the video content
element with ather elements (text, image, sound, etc.) in the Madeus authoring
environment. In this ®dion we describe step by step the wmmposition d the
document Madeus (InriaOperalntroducemadeus) by using the video structured
Inrialnfo.mov.

6.1 Video content descriptionin decument multi media Madeus

Video content description pants out the low-level data of avideo media. Therefore
it can be defined as a content description VideoContent in the Content part of the
document Madeus (Figure 10).

<Content>
<VideoContent ID="Inrialnfo" ... >
<Structure ID="InrialnfoStruc" ... >
<Sequencel|D="SeqOperalnfo" Start_Time="0" Stop_Time="4189" ...>...
<Scene ID=" Scene2" Start_Time="4.17" Stop_Time="10.16" ...>. ..
<Shot ID="Shetii" Start_Time="8.71" Stop_Time="1109" ... > ... </Shot>
</Scene>
<Scene ID="Scene3" Start_Time="10.17" Stop_Time="28.04" ... > ...
<Shot ID="Shotiv" Start_Time="1513" Stop_Time="17.96" ... > ... </Shot>
</Scene>
</Sequence>
<Sequence|D="Sequnce2" Start_Time ="41.90" Stop Time="76.69" ... > ... </Sequence>
</Structure> ...
</VideoContent> ...
</Content>

Figure 10. Inrialnfo.mov video description in the Content part of the InriaOperalntroducemadeus
document

This example shows how the high level structures of the Inrialnfo.mov video is
integrated inside the content part of the document.

6.2 Useof afragment video likea oljed media

From the video fragments described in the VideoContent part, the author can creae
instances of these fragments in order to asociate presentation attributes (with the
VideoElement in the Media part), temporal behavior (with the interval element) and
spatial properties (with the region element).

<Madeus ...>
<Content> ...
<VideoContent ID="Inrialnfo" > ...
<Sequence ID = «SeqOperalnfo» ...> ... </ Sequence> ...
</VideoContent> ...
</Content>
<Media> ...
<VideoElement ID=«OperaMemberVideo» Content = «Inrialnfo.InrialnfoStruc.SeqOperalnfo»
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TypeRenderer = "LightWeight" ... > ... </VideoElement > ...

</Media>
<Temporal>

<Inetrval ID = «OperaMemberVideolnterva» Media= «OperaMemberVideo» ... /> ...
</Temporal>
<Spatia>

<Region ID = «OperaMemberVideoRegion» Media= «OperaMemberVideo» Top= «10» Left=«20» ... />
</Spatia>

</Madeus>

Figure 11. Use a fragment video described like an dojed media.

The example of the Figure 11 shows the definition d the VideoElement
"OperaMemberVideo" media in the Media, Temporal and Spdial parts of the
document. This media objed is defined like a instance of the video fragment
description SeqOperal nfo.

6.3 Actionson accurrence of video oljed

An Occurrenceis a spatio-tempora element that canna appea as a spedfic media
in the Media part of a document (the smallest entity is an image). Therefore an
occurrence only appeas as an XML content description inside the video fragment
descriptions (event, shat, scene, etc) in the Content part. But its description is
useful for applicaion d a set of adions on accurrences. hyperlink, tracking and
erasing.

In the example of the Figure 12, the OperaMemberVideo media references the
SeqOperalnfo sequence which contains occurrences. OcclreneVattonl and
OccNabil1 in scene 2, shat 2 (Scene2.Shdii) and OccNabil2 in scene 3, shat 4
(Scene3.Shaiv). Actions are spedfied in the OperaMemberVideo media the
erasing adion onthe OccreneVattonl occurrence the tradking adion on the
OccNabhil1 occurrence and the Hyperlink adion onthe OccNabhil 2 that all ows the
user to click onthe Nabil occurrenceof scene 3, shat 4, etc (seefigure 2,3,4.
<Media...>

<VideoElement ID="OperaMemberVideo" Content="Inrialnfo.InrialnfoStruc.SeqOperalnfo"
TypeRenderer = "LightWeight" ... >
<Erase Objed = "Scne2.Shotii .OcdreneVatton1" Fill Color="rgh(84,84,44)" ... />
<Trading Objed="Scne2.Shotii.OccNabil1" ... />
<HyperLink Objed = "Scene3.Shotiv.OccNabil 2"
HRef = "fil e:///C:/Userg/ttran/M ulti media/M adeus/StructuredVideo/opera.html” ... /> ...

</VideoElement> ...
</Media>

Figure 12. Actions on aceurrences of video dojed

6.4 Temporal synchronization

Presentation scenario of Madeus document is creaed by conreding intervals of
media objed using tempora relations of Allen (meds, starts, equals, during,
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overlaps, etc.) [12]. In the same way, the intervals of VideoElement media objed
can be related with ather media. Moreover the author can put in relation fragments
of these intervals of VideoElement media

The example of Figure 13 shows a Sart relation between video media objed
OperaMemberVideol nterval and the title text txtTitleOpera, i.e., in the presentation
of the document, the beginning of OperaMemberVideolnterval will be
synchronized with the beginning of txtTitleOpera. In the same way, the author can
synchronize the scenes and the shats in the OperaMemberVideolnterval media: the
beginning of the Scene2 with the beginning of the txtScene2 text by the Start
relation; the end the Scene3 and the beginning of the txtScene4 text by the Meds
relation; the beginning and the end d the Scene3.Shaiv with the txtScene3Shaiv
text by the Equalsrelation (seeFigure 4).

<Madeus Name="DocMadeus' Version="2.0" Width="800" Height="600"> ...
<Tempora> ...
<Relations> ...
<Starts Interval1l= «OperaMemberVideolnterval» Interval2= «txtTitleOpera» />
<Starts Interval 1="OperaM emberVideolnterval .Scene2" Interval 2="txtScene2" />
<Meds Interval 1="OperaM emberVideolnterval.Scene3" Interval 2="txtScene4" />
<Equals Interval 1="OperaM emberVideolnterval.Scene3.Shotiv" Interval 2="txtScene3Shotiv" />
</Relations>
</Tempora> ...
</Madeus>

Figure 13. Temporal synchronization

6.5 Spaio-temporal synchronization

In the same way, the spatial layout of the Madeus document uses atial
relationships.  left_align, right_align, center v, center_h, signd_align,
bottom_align, etc. In particular, if an areaof VideoElement media objed contains
occurrences, the aithor can cary out spatial synchronizaion between these
occurrences with ather aress of the other media.

In the eample below (Figure 14), the aithor has digned the
OperaMemberVideoRegion areg where the OperaMember Video media will appea,
with the aea of the textTitleOperaRegion media text by the spatial relation
Top_dign. And in particular, the aithor has aigned the occurrence OccNabil 1 in
the SeglnfoOpera.Sene3.Shdaii shot with the texHell oRegion media text by the
spatial relation Center_v (Center verticd), seeFigure 4.

<Madeus... > ...
<Spatia> ...
<Relation>
<Top_align Regionl=" MovielnriaGen" Region2="textTitre" />
<Center_v Regionl=" MovielnriaGen.Seq.Scene2.Shatii.Ocg" Region2="textOcc." /> ...
</Relation>
</Spatia>
</Madeus>
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Figure 14. Spatio-temporal synchronization

7 View of the structured video

As aready mentioned, a video applicdion is often composed o three stages and
this paper focuses on the second stage: the video description. The problem is not
only to find aformat for the description d video information, bu also to transform
information extraded from the video raw into new formats acording to the
suggested model. Moreover in the description model, there ae semantic dements
(scene, charader, spatial/personal relation, etc.) which currently (or forever) cannat
be aitomaticaly generated from coarse information by functions of transformation
and ceduction. Hence it is necessary to provide an environment for helping the
author to manually describe the semantic dements. In ou seach framework, we
develop aso an environment for that purpose: it is cdled the video edition view.

7.1 Requirements of the video edition view

The video edition view requires. the visualization o video descriptions, the
integration d video analysis todls and the elition services such as glitting a scene,
spedfying semantic dements and relationships, etc.

7.2 Video edition view of VideoMadeus

Currently we ae developing in Madeus a prototype of the video edition view. That
view integrates: the video segmentation toadls to automaticdly cut out shots in the
video; the semi automatic function to extrad the occurrence of the video oljeds;
the manual functions to extrad the semantic fragments: event, spatial layout, etc. to
groupshatsin scene, scenesin sequence, occurrencesin video oljet, etc.

Our video edition view is composed of 4 views: structure view, video payer
view, video information view and attribute view (Figure 15). The structure view
lays out the treestructure of the video content description. It also allows the author
to navigate on ead description element of the video description. The other views
are synchronized with this view in order to alow dired access to the dements
seleded in the structure view. The video paye view alows to pay a video
fragment correspondng to the seleded element description in the structure view.
The video information view displays the airrent information d the video player,
such as the default and red frame rate, the aurrent video time, the airrent frame.
The attribute view alows to dsplay and modify the atributes of the seleded
element in the structure view.
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Figure 15. VideoMadeus edition view

In addition, the VideoMadeus view is g/nchronized with the hierarchicd view
of Madeus and therefore can help the author to compose a Madeus document,
which contains gructured video.

8 Evaluation of the work

Our work provides suppat for deeper accessinto video data in o multimedia
authoring environment, which urtil now has treaed video data & a blad-box, kesic
medium. In this sdion, we evaluate this work by comparison with aher reseach
in three aeas: modeling, application and editing.

Our model is focused onauthoring and rendering multimedia documents. It is
not designed for searching, indexing or archiving. For this reason, it makes little use
of metadata descriptions such as AEDI [10] or MPEG-7 [20,21,22. Instead, ou
model is focused on the structural organization o video descriptions that are
relevant for media compasition. The high level descriptions are very similar to
those used in existing work: Sequences, Scenes, and Shots [6,11,14. We have dso
introduced lower level descriptions in order to spedfy details such as Transitions,
Events, and Occurrences (see sedion 5.2.2. In particular, we have propcsed the
use of spatio-temporal descriptions, which make it possble to placevideo ohjeds
in time. This gatio-temporal description is very important for developing
interadive operations on video oljeds auch as trading, hyperlink, and erasure. In
addition, we have dso proposed semantic descriptions like those in [27][28], bu
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have divided them into two levels: Semantic and Thesaurus. This fadlitates
semantic references to the video elements (see examplein 5.3.

The seaondkey point of this work results from its applicetion context. The faa
that the model has been fully integrated into our MADEUS multimedia authoring
environment verifies that our model is effedive in the multimedia document
domain. Users of MADEUS can synchronize video oljeds with other media
objeds in bah time and space ad can also apply operations and interadions on
elements of the video oljeds auch as trading, hyperlink, and erasure (seesedions
2 and 6. Thus, the author can spedfy more complex multimedia documents while
maintaining the dedarative gproach of XML that alows the use of high-level
authoring interfaces like the one described in sedion 7.

The last interesting feaure is our suppat for the spedficaion o video
descriptions. Our video editing view helps the user creae and modify descriptions
of structured video data in ac@rdance with ou video description model. This view
is gmilar to The IBM MPEG-7 Visual Anndation Tod [29], which is used for
authoring MPEG-7 descriptions based on the MPEG-7 Standard Multimedia
Description Schemes (MDS). But unlike MDS, ou structured video editing
interfaceis not isolated. It is an extension d our KAOMI todkit, which means that
it is g/nchronized with ather views in the MADEUS system (timeline, exeaution,
hierarchy, etc.) (seesedions 4 and 7). Moreover, the achitedure provides a smple
way to integrate existing tods, such as automatic video analysis.

9 Conclusion and perspedives

In this paper we have proposed a model of video description for multimedia
applications which can handle video media more finely. It is charaderized by
temporal/spatial synchronization, adions on video elements (hyperlink, erasing
objed, tracking an oljed, etc.) and semantic dassficaion onknowledge source
description. We have dso described an experimental development of a view
helping the author to edit the description d the video and to compose video
elements with ather mediainside ared multimedia document.

For us it is of high importance to cover both a modeling adivity and an
experimenting adivity in the video area We intend to go further in bah dredions.
Our perspedives in video modeling will refine spatio-tempora relations that are
necessry to perform tradking more dficiency. We have dso a very simple
framework for knowledge spedfication that requires to be extended becaise it is
central for query on video. With our first experiences, we have been convinced that
it is fruitful to integrate reseach/query services in authoring environments.
Therefore we neal to have more rich semantic video description.
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